
• Org Time: Gurobi solver time for the original model
• Reduced Time: Gurobi solver time for the reduced model
• nThread Time: CG procedure time with n threads    
• Runtime Comp.: 
 (Reduced Time + nThread Time)/Org Time
• Faster or slower implies the runtime difference > 5%
• There are 163 cases, but 6 of them cannot be solved within 1 hour by both Gurobi and Gurobi + CG. Therefore the table include 157 cases.++
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INTRODUCTION
We develop efficient parallel conflict graph management: 
conflict detection; maximal clique generation; clique 
extension; and clique merging. We leverage parallel 
computing to intensify computational effort on the conflict 
graph, thereby generating a much larger pool of cutting 
planes than what can be practically achieved in serial. 
Computational experiments demonstrate our parallel 
method led to substantial reductions in total MIP solve time.

Set Pack (Clique): 𝒙𝒙𝟏𝟏 + 𝒙𝒙𝟐𝟐 + 𝒙𝒙𝟑𝟑 ≤ 𝟏𝟏
Knapsack: 𝟐𝟐𝒙𝒙𝟏𝟏 + 𝟒𝟒𝒙𝒙𝟐𝟐 + 𝟑𝟑𝒙𝒙𝟑𝟑 ≤ 𝟓𝟓.𝟓𝟓
Detect following cliques:
• 𝑥𝑥1 + 𝑥𝑥2 ≤ 1,
• 𝑥𝑥2 + 𝑥𝑥3 ≤ 1.
Randomly shuffle all knapsacks and assign them to 
different threads evenly. The parallel algorithm is 
𝑂𝑂 𝑚𝑚𝑚𝑚 log 𝑛𝑛

𝑘𝑘
 on average, and 𝑂𝑂 𝑚𝑚𝑛𝑛2

𝑘𝑘
 at the worst case.

Clique Extension

Suppose we have a clique: 𝒙𝒙𝟏𝟏 + 𝒙𝒙𝟐𝟐 ≤ 𝟏𝟏 , and a CG:
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Conflict Graph (CG)
 A conflict [1] is an infeasible assignment of values to binary 
variables, e.g., 𝑥𝑥1 = 1, x2 = 0,  (or 𝑥𝑥2 = 1 − x2 = 1). 

CG can be used to guide branching decisions, fix variable 
values, generate cuts, etc.
Suppose m constraints (or cliques), n binary variables, k 
threads, and a probability p that one binary variable appearing 
in one clique in later complexity results.
Our focus:    
We modify the algorithm from [2] to generate even more cuts, 
set computation limits, and deploy cuts management:
• ~Break-even in serial
• Substantial advantage in parallel

CG Construction

𝑥𝑥1 + 𝑥𝑥2 ≤ 1,
𝑥𝑥1 + 𝑥𝑥3 ≤ 1.

Build the CG with two threads:

Using sparse adjacency matrix to cache CG, and set 
Max_Clq_Length as 3000. Randomly shuffle all cliques and 
assign them to different threads evenly. The parallel algorithm 
is 𝑂𝑂 𝑚𝑚𝑛𝑛2𝑝𝑝2

𝑘𝑘
+ 𝑛𝑛2 log 𝑘𝑘  on average, and 𝑂𝑂 𝑚𝑚𝑛𝑛2

𝑘𝑘
+ 𝑛𝑛2 log 𝑘𝑘  at 

the worst case.

Then we can get:
• 𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3 ≤ 1, (Brito’s method stops here)
• 𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥4 ≤ 1.

Clique extension is time-consuming (𝑂𝑂(𝑛𝑛2)); thus set 
Max_Nonzero_Term as 106. Randomly shuffle all cliques and 
assign them to different threads evenly. The worst-case 
complexity of the parallel algorithm is 𝑂𝑂(𝑚𝑚𝑚𝑚

2

𝑘𝑘
).

Clique Merging

𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3 ≤ 1 dominates 𝑥𝑥1 + 𝑥𝑥2 ≤ 1, then combine them. 
The parallel complexity is 𝑂𝑂 𝑚𝑚2𝑛𝑛

𝑘𝑘
.

Cut Management

• We add some generated cuts to the root node and place 
others as user cuts [4]. 

• Details can be found in Sec. 2.5 in our preprint [3].

Parallel Performance
• Implemented in Julia and a 32-core CPU.
• 173 impacted cases from MIPLIB 2017 Benchmark 

Collection, and 163 of them can be completed in 600s.
• 108 of them take more than 0.1s.

Gurobi Runtime Comparison
• 99/173 cases are compared, and 3 of them have memory 

issues (clique size).
• 8 cases in which Gurobi 11.0.1 cannot solve the original 

MIPs within 3600 seconds; adding our CG procedure 
solves 1 of them. 

• Faster or slower implies the runtime difference > 5%
• Org Time: Gurobi solver time for the original model
• Reduced Time: Gurobi solver time for the reduced mode
• Runtime Comp.: 

Reduced Time / Org Time.

Table 2: Consider CG procedure runtime

• nThread Time: CG procedure time with n threads    
• Runtime Comp.: 
 (Reduced Time + nThread Time)/Org Time

Table1: Ignore CG procedure runtime
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